Capturing and Integrating Knowledge for Managing Risks in Tunnel Works

Ibsen Chivatá Cárdenas,¹,∗ Saad S.H. Al-jibouri,¹ Johannes I.M. Halman,¹ and Frits A. van Tol²

Risk-related knowledge gained from past construction projects is regarded as potentially extremely useful in risk management. This article describes a proposed approach to capture and integrate risk-related knowledge to support decision making in construction projects. To ameliorate the problem related to the scarcity of risks information often encountered in construction projects, Bayesian Belief Networks are used and expert judgment is elicited to augment available information. Particularly, the article provides an overview of judgment-based biases that can appear in the elicitation of judgments for constructing Bayesian Networks and the provisos that can be made in this respect to minimize these types of bias. The proposed approach is successfully applied to develop six models for top risks in tunnel works. More than 30 tunneling experts in the Netherlands and Germany were involved in the investigation to provide information on identifying relevant scenarios than can lead to failure events associated with tunneling risks. The article has provided an illustration of the applicability of the developed approach for the case of “face instability in soft soils using slurry shields.”
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1. INTRODUCTION

According to the International Association of Engineering Insurers (IAEI), more than €570 million of economic losses were incurred in 18 tunneling projects worldwide between 1994 and 2005 because of failures in underground construction projects.(¹) Those failures also led to an average delay in completion of 19 months. These specific failures were events in which a collapse or excessive deformation of significant parts of the works occurred, or where project operations caused significant damage or injury to others.

Muir Wood,(²,³) Sowers,(⁴) Bea,(⁵) van Tol,(⁶) Wearne,(⁷) and Mitchell(⁸) have all highlighted that failures in ground-related construction projects are mainly due to shortcomings in the use of available and relevant knowledge rather than the result of uncertainty due to unknown factors. These shortcomings reflected situations in which tacit or explicit information, such as technological knowledge, design assumptions, monitoring records, thresholds and tolerances, and risks, was ignored, improperly used, rejected, or not passed on by someone in the project.

The objective of traditional approaches to project risk management is to identify those risks that can lead to project failure and to implement effective strategies to manage them. Information on the relevant causes and conditions in which failures arise is usually required as necessary inputs for
determining possible risk strategies. In the particular case of tunneling, the Code of Practice for Risk Management of Tunnel Works\(^{(19)}\) stipulates that the use of a formalized risk management procedure to document the identification, evaluation and allocation of risks is compulsory. Similarly, the Guidelines for tunneling risk management from the International Tunnelling Association\(^{(10)}\) recommended the use of risk analysis to identify, quantify risks and to visualize their causes and effects as well as the course (chain) of events. To evaluate the risks associated with road tunnels in operation, risk analysis also became one of the explicit requirements under the European Union (EU) Directive (2004/54/EC).\(^{(11–13)}\) Performing risk analysis for underground construction projects, however, is not straightforward in practice. Explicit and integrated knowledge about the relevant causes and conditions that lead to major risks is often absent. Therefore, there is a need to make this type of integrated knowledge available in order to facilitate risk analysis and management. In doing so it is very valuable to explore the feasibility of developing models that integrate knowledge about the risk factors in construction projects.

The remainder of this article is divided into four sections. Section 2 provides a review of the background literature. Section 3 describes the successive process steps that have been followed in developing models that integrate knowledge on six important risks in tunneling projects. In Section 4, the applicability of the developed approach for risk elicitation and representation is illustrated for the case of “face instability in soft soils using slurry shields.” In the final section, a number of important contributions and limitations of this study are discussed, followed by some conclusions.

2. BACKGROUND LITERATURE

Although advances have been made in developing knowledge-based risk systems based on experience gained from past projects (e.g., Tah and Carr\(^{(14)}\); De Zoysa and Russell\(^{(15)}\); Choi and Mahadevan\(^{(16)}\); Dikmen \textit{et al.}\(^{(17)}\)), work remains to be done in capturing, representing, and using risk-related knowledge.\(^{(15,18)}\) Capturing relevant knowledge on risks is constrained by the fact that historical data on failures are usually scarce, often confidential, and not available until several years after the event.\(^{(7,19)}\) Similarly, information on the circumstances under which project outcomes were not accomplished is not usually recorded. As a consequence, the interrelationships between risk factors and project outcomes are difficult to understand.\(^{(17)}\) To overcome, to some extent, the lack of historical data, expert judgments could be used as an alternative source to develop construction risk-related knowledge. Examples of this type of approach can be found in Bles \textit{et al.}\(^{(20)}\) and in Choi \textit{et al.}\(^{(21)}\).

Expert judgment is often employed to bridge the gap between hard evidence and unknown characteristics of a system. This “knowledge” is not certain, and entails an implicit level of assumed confidence.\(^{(22)}\) It is nevertheless widely acknowledged that experts, as compared with novice professionals, have greater abilities to identify relevant domain-related information.\(^{(23)}\) Thus, the use of expert knowledge increases the likelihood of delivering relevant information to decision-makers. Nevertheless, expert judgments are prone to be affected by various factors leading to unreliable data. To increase the reliability in expert judgments, the literature provides criteria and procedures for eliciting this information while reducing the risk of obtaining biased judgments (e.g., Cooke and Goossens,\(^{(24)}\) Ayyub,\(^{(25)}\) Garthwaite \textit{et al.},\(^{(26)}\) Goossens \textit{et al.},\(^{(22)}\) Kynn,\(^{(27)}\) and Hallowell and Gambatese\(^{(28)}\)).

Further, integrating expert judgments is not straightforward. Under conditions of limited information, a diversity in judgments will usually emerge. Discrepancies in data are a sign that there may be epistemic uncertainties allowing different experts’ views to differ.\(^{(29)}\) One reason for a diversity in judgments arises from the differences in the experts’ experiences regarding the events under consideration.\(^{(19)}\) Literature offers various aggregation methods for discrepant judgments, however, capturing, processing, and using information conveying epistemic uncertainties is a subject that has yet to be satisfactorily resolved.\(^{(30)}\)

An initial investigation, based on specialized literature and explorative interviews, to determine the information required for this study allowed additional elements to be considered. Some of the mechanisms leading to failure events remain little known and might well consist of a large number of interacting factors. Hence, the integration of risk-related knowledge demands appropriate methods that represent uncertain knowledge and capture strongly interactive risks factors. There are many tools, with different purposes, for representing risks. Failure mode and effects analysis, hazard analysis, top-level event tree, and fault tree analysis are all methods regularly
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used to represent risks. However, these standard approaches would struggle to deal with the integration and analysis of uncertain information regarding construction risks.

Recent research has proposed the Bayesian Belief Networks (BBNs) as a more suitable alternative for representing risks. BBNs are especially suited for representing complex and uncertain relationships among many factors that contribute to the realization of risk. Besides BNNs, there are other approaches to representing risks such as Markov Chains, Petri Nets, Artificial Neural Networks (ANNs), Analytical Hierarchy Process (AHP), Systems Dynamics, and Fuzzy Systems. Some of these (Markov Chains and Petri Nets) are regarded as being too complicated for use by practitioners and others, such as ANN, AHP, and Systems Dynamics, entail considerable modeling effort and require abundant data which are usually unavailable in the case of construction risks. Fuzzy Systems modeling would be an alternative to the BBNs approach, however, the BBN approach is based on a probabilistic background and hence has a more developed mathematical axiomatization in comparison to Fuzzy Systems approach. Dubois and Novák have identified remaining questions to be addressed in the field of Fuzzy Systems, among others, developing a general axiomatic framework for ranking purposes and the refinement of aggregation functions which are important tasks in risk analysis. In addition, BBNs approach is simpler to use than Fuzzy Systems. Its inference mechanism is based on the Bayes theorem, which makes it possible to compute the probability of an effect on any variable in the model from the probability of a given cause. In comparison, Fuzzy System modeling relies on fuzzy inference as described in Mamdani and Assilian and Sugeno. Accordingly, the process of fuzzy inference usually requires additional computational effort that might exasperate the computation costs. For instance, a number of membership functions, logical operations or if-then rules, fuzzification and defuzzification tasks are needed to be developed and computed. Furthermore, additional problems concerning judgment-based biases are raised from the need to elicit the fuzzy structures, which are more complex than those ones used in BBNs. Some researchers applied other approaches to deal with uncertainty due to lack of information. Ferson and Ginzburg proposed using interval analysis. Baraldi and Zio presented a method based on a combination of Monte Carlo and Possibilistic approaches. Baraldi and Zio used Dempster–Shafer structures.

For the latter authors, issues such as modeling uncertainty of unknown variables and the evaluation of Bayesian methods to model uncertainty when new information becomes available; are subjects the deserve further study. Recent improvements of the BBNs approach seem to provide options to address the abovementioned issues which might be favored by the mechanism of inference employed, its level of mathematical axiomatization allowing essential tasks in risk analysis to be performed in a consistent manner and the use of approximated models to represent causal relationships and unknown factors, which requires fewer estimates and accordingly much less elicitation effort.

BBNs have been used in the construction industry for various purposes. For instance, Nasir et al., Marzouk and Eldieh, Edieh, and Luu et al. have developed models for construction schedule and cost overrun risks on a project basis, whereas Bayraktar and Hastak introduced a decision-support system to study the performance of highway work projects. In terms of underground construction projects, Bles et al. have applied BNNs to model construction risks. Surprisingly, given the importance of using reliable information, little is reported in the noted publications on the provisions that have to be made to capture expert knowledge to develop BBNs in such a way that reliability is ensured. In line with this, Bielza et al. observed that the details of how to elicit knowledge from experts to construct Bayesian Network models are not well documented in the literature.

3. MODEL DEVELOPMENT PROCESS

This section describes the successive process steps that have been followed to develop models that integrate information on six risks in tunneling projects. The research process can be divided into five steps: (1) selection of risks, (2) elicitation of experts’ judgments on the selected risks, (3) discrepancy analysis, (4) developing a BBN-based model for each risk, and (5) model evaluation.

3.1 Selection of Six Main Underground Construction Risks

On the basis of the literature studied including risk databases, reports on failure events, and treatises on tunnel works, a detailed inventory of risks and
events was made that included more than 500 risk issues related to different stages in tunnel projects. Evidence reported by the International Association of Engineering Insurers(1) suggested focusing on critical risks in the construction phase because the IAEI report shows that most failures occur during the construction stage.

To determine the risks to focus upon, issues related to the construction stage in tunnel works were classified into three main categories: failures, causes, and impacts. Typically, issues related to injuries or loss of life, damage to third parties, additional costs, delays in completion of the project, or failure to meet quality requirements were regarded as impacts. The immediately preceding events that led to the above-mentioned impacts were identified as failures. The events causing and preceding the failures were identified as causes.

A number of exploratory interviews with specialists were conducted to elicit their perceptions of the most important risks in tunneling works during the construction phase. Details on the experts consulted are shown in Table I. During the exploratory interviews, the experts were asked to review and classify the risks included in the developed inventory into the predefined categories of: failures, causes, and impacts. The experts were also encouraged to raise other relevant issues that they regarded as absent from the inventory. Similarly, some issues were removed because they were considered as irrelevant. The round of exploratory interviews failed to achieve full agreement among the experts on what should be considered as the main risks. Nevertheless, the following issues do represent the ones that were most frequently selected by experts as being major risks during the construction phase:

- Face instability in soft soils when using Slurry Shields;
- Face instability in soft soils when using Earth Pressure Balance Shields;
- Excessive volume loss leading to settlement in tunnels bored in soft soils;
- Excessive deformation, damage, or leakage in concrete linings;
- Collapse and large deformations of excavated shafts in soft soils; and
- Collapse and large deformations of excavated cross passages in soft soils.

The experts’ reasons for selecting the above risks were their high impact in terms of costs, delays, and damage; and the particular difficulty in controlling these risks. Consequently, these major risks were selected as the further focus of the research and model development.

3.2 Data Requirements and Scope

Usually, risks are characterized merely in terms of their probability and impacts. In this research, the risk characterization is extended to include the:

- Relevant causes and conditions (risk factors) associated with the risks under study;
- Plausible relationships among the risk factors;
- Likelihood of occurrence of the risk factors;
- Strength of the relationships among the risk factors.

The relevant risk factors are assumed to be those identified as such by experts and are defined in terms of deviations from project requirements (assumptions, expectations, specifications, tolerances, and thresholds) that could lead to the failure being considered.

Information on the likelihood of the relevant causes depends on the particular setting of each project. However, for test purposes, experts were asked to give their best estimation of the likelihood of the risk factors occurring. Similarly, because construction risk impacts are very project-specific, information on risk impacts was deliberately excluded from the characterization of the risks. This means that information on risk impacts has to be incorporated into the characterizations on a case-by-case basis.

3.3 Expert Elicitation Process

3.3.1 Identification and Selection of Experts for the Elicitation Process

In selecting experts, names of professionals were initially identified from the specialized literature on tunneling in the Netherlands. In this way, 126 people were identified as professionals involved in ongoing or past underground construction projects such as tunnel boring and deep shaft excavations. These professionals were then contacted and also asked to suggest other reputable specialists. By studying the topics of the papers written by the 126 identified specialists, the list was shortened to 59 who were invited to provide information for this research project. A total of 31 professionals agreed to be interviewed. The participating experts all originated from
Table I. Characteristics of the Experts Involved

<table>
<thead>
<tr>
<th>1st Round of Interviews</th>
<th>2nd Round of Interviews</th>
<th>3rd Round of Interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of experts interviewed</td>
<td>7</td>
<td>24</td>
</tr>
<tr>
<td>Tunneling experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–5 years</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>6–10 years</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>11–15 years</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>&gt;15 years</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Number of experts with publications</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1 publication</td>
<td>4</td>
<td>22</td>
</tr>
<tr>
<td>2 to 5 publications</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>More than 5 publications</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Current position</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Researcher</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Design consultant</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Construction supervisor</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Constructor</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Project manager</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Tunneling method experience</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slurry shield</td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>Earth pressure balance shield</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>Cut and cover</td>
<td>3</td>
<td>19</td>
</tr>
<tr>
<td>Others</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>Number of projects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Involved in 1–2 projects</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Involved in 3–5 projects</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>Involved in 6–10 projects</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>Involved in &gt;10 projects</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Length of tunnels built</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–5 km</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>5.1–10 km</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>10.1–15 km</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>15.1–20 km</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>&gt;20 km</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Location of last project</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban settings</td>
<td>6</td>
<td>22</td>
</tr>
<tr>
<td>River/sea crossing</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

the Netherlands or Germany. The specialists work or had worked for organizations such as research institutes, governmental agencies, or companies providing tunnel design, supervision, and construction services. Table I shows the characteristics of the specialists consulted in more detail.

3.3.2 Elicitation Process Design

Experts’ judgment is prone to be highly biased and this influences the reliability of the data collected. To reduce the likelihood of obtaining biased data, the elicitation procedure used in this investigation largely followed the criteria provided by Cooke and Goossens, Renooij, Ayyub, Garthwaite et al., Goossens et al., Kynn, and Hallowell and Gambatese. The specific criteria that were adopted are referred to where appropriate throughout this section. Fig. 1 is an adaption of the elicitation processes described by Goossens et al., Hallowell and Gambatese, and shows the successive steps that were taken during the elicitation process. Table II provides an overview of the potential biases that were considered during the elicitation process and how these were avoided or at least minimized.

Direct one-to-one interviews were the main instrument used to elicit the experts’ judgments. This choice was based on the fact that gathering the required input data, which is specified in Section 3.2, demands detailed interaction with the specialists to provide the opportunity to discuss possible emerging divergences in data to be analyzed further.
Even though literature indicates that there is no significant difference in terms of reliability between individual interviews and group approaches such as a workshop sessions; an important reason for choosing individual interviews is that they help avoid the obtained data being unreliable due to biases in judgment caused by phenomena such as “collective unconsciousness” and “dominance,” which can occur in group sessions as described in Table II.

The above arguments led to the conclusion that individual interviews would be an efficient and reliable option. In this work, an interview protocol, described later in this section, was designed to address further considerations reported by Clemen and Winkler, who stated that direct interaction among experts in a group session can be valuable in “ironing out” differences in definitions and assumptions, clarifying what is to be assessed, and exchanging information before the elicitation process. The interview protocol designed in this work meets these requirements without the need for group sessions.

Additional provisos were included to ensure that the information provided by an expert would be usable. Adams commented that engineering experts
<table>
<thead>
<tr>
<th>Bias</th>
<th>Definition</th>
<th>Provision made to minimize bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Representativeness(^{a,b})</td>
<td>Subjects do not base their estimates on frequency of experienced occurrence data</td>
<td>Using diagrams showing relationships with other variables with unconditional probability assignments so that the estimates provided were reviewed and made coherent; unconditional and conditional probabilities were elicited and processed in Bayesian networks</td>
</tr>
<tr>
<td>Collective unconscious(^{c})</td>
<td>Individuals tend to follow a popular trend</td>
<td>No interaction among specialists, individual interviews</td>
</tr>
<tr>
<td>Contrast effect(^{c})</td>
<td>Perception of a given subject is enhanced or diminished by the value of the immediately preceding subject</td>
<td>Randomization of questions during the interviews</td>
</tr>
<tr>
<td>Neglect of probability/poor interpretation of uncertainty (variance)(^{b,c})</td>
<td>Individuals underestimate the role of probability/uncertainty in the subjective quantification of risk</td>
<td>Using intervals of probability, rejection of outlying data according to discrepancy analysis and Bayesian aggregation methods of probabilities</td>
</tr>
<tr>
<td>Overestimation of probability(^{a})</td>
<td>People overestimate values when the events they are asked about are linked to high magnitude impacts</td>
<td>Requesting estimates of probabilities independently of the impacts, using intervals of chance, requesting degrees of confidence on the assessments, rejecting outlying data according to discrepancy analysis and Bayesian aggregation methods of probabilities</td>
</tr>
<tr>
<td>Myside bias(^{c})</td>
<td>With controversial issues, individuals tend to provide arguments from just one perspective, i.e. ignore contrary evidence</td>
<td>Revisiting conflicting issues in a third round of interviews and retaining the discrepant evidence until performing discrepancy analysis at the end of elicitation process</td>
</tr>
<tr>
<td>Recency effect (availability)(^{a,b,c})</td>
<td>Subjects are more likely to artificially inflate risk ratings because similar incidents have recently occurred, and correspondingly underestimate those that are in the remote past</td>
<td>Requesting estimates of probabilities independently of the impacts, rejection of outlying data according to discrepancy analysis and Bayesian aggregation methods of probabilities</td>
</tr>
<tr>
<td>Hindsight bias(^{b})</td>
<td>Subjects generally overestimate <em>a priori</em> probabilities for events they thought had occurred and underestimate for events they thought had not occurred</td>
<td>Multiple expert elicitation process, rejection of outlying data according to discrepancy analysis and Bayesian aggregation methods of probabilities</td>
</tr>
<tr>
<td>Law of small numbers(^{b})</td>
<td>People expect a sample from a population to represent all the essential characteristics of a population</td>
<td>Multiple expert elicitation process, rejection of outlying data according to discrepancy analysis and Bayesian aggregation methods of probabilities</td>
</tr>
<tr>
<td>Primacy effect(^{c})</td>
<td>An individual is more likely to assign importance to the issues at the beginning of an interview than those at the end of it</td>
<td>Specialists were given the chance to select the risks to assess</td>
</tr>
<tr>
<td>Dominance(^{c})</td>
<td>A very vocal or intimidating group member controls the ratings of the other members</td>
<td>No interaction among specialists, individual interviews, equal weighting of responses, data shared anonymously with other specialists</td>
</tr>
<tr>
<td>Misunderstanding of events</td>
<td>Vague identification of the variables and events on which probability estimates are assigned</td>
<td>Review by external professional in construction and revisiting the specialists over vague issues</td>
</tr>
<tr>
<td>Overconfidence(^{a,b,d})</td>
<td>Subjects tend to provide narrower confidence intervals compared to real intervals</td>
<td>Subjects are required to give probability assignments in terms of probability intervals, requesting degree of confidence on the assignments</td>
</tr>
</tbody>
</table>

\(^{a}\) Ayyub.\(^{25}\)
\(^{b}\) Garthwaite *et al*.\(^{26}\)
\(^{c}\) Hallowell and Gambatese.\(^{28}\)
\(^{d}\) Adams.\(^{19}\)
reach the height of their expertise after about ten years of relevant experience. Accordingly, information used in this study is only drawn from experts with a minimum of ten years of tunneling experience. Further, the minimum number of experts was considered. In this research, probabilistic input information used to characterize each risk studied had to be provided by at least three experts. The use of this small number of experts is based on the work described by Clemen and Winkler\textsuperscript{(51)} and Adams,\textsuperscript{(19)} Clemen and Winkler\textsuperscript{(51)} indicated that with three to five experts much of the total knowledge is usually achieved. Nevertheless, in this work the size of an expert group was increased if and when significant discrepancies amongst the data became apparent during the elicitation process.

As shown in Fig. 1, the elicitation process was carried out in three rounds of interviews. First round of interviews were the initial exploratory interviews described in Section 3.1. The second round of interviews was carried out to gather data on potential causes of the selected tunneling risks. At the beginning of this round of interviews, the experts were presented with a preprepared list of potential risk factors as derived from the literature study and were asked to add possible additional factors to this list and to suggest plausible relationships. After collecting information from various experts, the inventory was translated into node-and-arc diagrams showing the risk factors and their relationships. A node-and-arc diagram was constructed for each of the risks studied. Once these had been drawn up, the diagrams were used during all further elicitation sessions. In this way, information anonymously provided by one expert was successively reviewed by other experts later in the process and iteratively refined to ensure that dependencies and directions in the relationships arcs reflected the experts indications.

As a precaution to ensure comprehensiveness in the data, the experts were explicitly asked to give their judgments based on the real situation found in practice and not on ideal situations. Goossens \textit{et al.}\textsuperscript{(22)} have pointed out that, if this proviso is ignored, experts might implicitly assume that the works to be considered are those designed and built in satisfactory but exceptional conditions, and hence they might disregard a large proportion of the relevant risk factors.

Experts were finally asked to give their estimates on the likelihood of the risk factors occurring regardless of the extent of their possible impacts. This procedure was adopted to reduce the effect of probability overestimation that can occur when individuals are asked about events linked to high magnitude impacts. This is a recognized judgmental bias, known as the “contrast effect,” and is described in Table II. Special effort was also made to establish unambiguous identifications of the risk factors. As such, the risk factors were described using a format to ensure clear interpretation and hence reliable judgments. The descriptions of the factors were also revisited if there were wide discrepancies among the probability estimates provided by the different experts.

The second round of interviews was ended once three successive sessions failed to add any additional information on the risk factors obtained. This “data saturation point” was initially identified in the 21st interview and confirmed in later elicitation sessions. Thus, in total, 24 experts participated in the second round of this study. On average, each specialist provided information on two failure types related to their own fields of expertise. There were some instances where some experts provided only partial information on the potential failures under analysis, arguing they were not able to provide the required information. On average, each failure type was analyzed by five experts. Each failure is described using more than forty factors. An example of the information obtained is presented in Section 4.

Following the second round of interviews, a third and final round of interviews was carried out to collect information on the strength of the influences of the earlier identified relationships. This round was also used to internally validate the collected data with the support of the experts involved. Because the objective of this round was to measure the strength of the influences of each of the identified relationships, a validation of the structure as represented in the diagrams was performed indirectly. The individual estimates of the strengths of the influences of the relationships were aggregated mathematically into probabilistic distributions.

3.3.3 Interview Protocol

The interviews were guided by a protocol using the elicitation criteria referred to above. Each elicitation session started with an explanation of the interview structure. Following this, each interview was conducted in three phases.

The first phase was intended to collect information about the specialist’s background by completing a specifically designed form. The expert’s background data were collected to assess
the professional’s ability to provide information relevant to the study and to decide how to use the information provided. In this phase, the interviewees were further informed about the confidential treatment of their personal details and that the data provided would only be shared anonymously with other experts.

The second phase of the elicitation sessions was primarily intended to familiarize the experts with the major research issues so that they were able to develop a common understanding.

The core part of the interviews, the third phase, concerned the elicitation of risk information. Initially in this third phase, the experts were presented with the set of major risks and given the option to choose which ones to assess during the interview. This particular action was intended to obtain data that was closely related to the particular expert’s experience and thus avoid the “primacy effect” judgment bias as described in Table II.

3.4 Discrepancy Analysis

Once information describing the risks was collected, a discrepancy analysis was performed. Discrepancy analysis aims to identify data pieces where the experts’ assessments differ most. These data should be reviewed to ascertain any avoidable discrepancy causes or so that one can adopt values with associated confidence bounds. Discrepancy analysis is intended to eliminate outlying data originating from potential judgment biases, as described in Table II. Discrepancy analysis was performed throughout the entire elicitation process although a definitive assessment was made at the very end of the process to avoid any unjustified elimination of information. This approach is intended to reduce the effect of another judgmental bias known as “myside bias,” which in this particular study would be associated with the arbitrary neglect of contrary evidence. Discrepant information can arise in the description of risk factors, in the existence and direction of relationships among the factors, in the probability assignments, and in the estimates of conditional probabilities.

In performing the discrepancy analysis, two assessments were made following the criteria described by Woodberry et al. These assessments consisted of comparing values across different experts and re-examining those instances where experts indicated low confidence. Experts were encouraged to indicate their confidence in their estimates using a numerical scale. Values of variables with a low degree of confidence were flagged for later attention.

Further checks were undertaken. Discrepant data are also a sign that there may be epistemic uncertainties that allow expert views to differ due to incomplete evidence. The occurrence of this particular form of discrepant data is observed when two or more significant and equivalently sized sets of estimates point toward conflicting assessments. To illustrate this, let us assume that two experts, A and B, are asked to provide estimates of the probability of a given event. There is a strong disagreement between the two experts; one expert confidently estimates that the event has a 1 in 200 chance of occurring; the other expert confidently estimates the probability as much higher at 1 in 50. This is identified as an epistemic uncertainty if the disagreement is maintained with a larger number of experts.

After the discrepancy analysis was performed, divergent data were revisited, sometimes modified by their providers, or disregarded when either a high discrepancy remained. In case of emerging epistemic uncertainties, these were further analyzed to observe their impact in the model performance. Note that discrepancy analysis was only performed to trace divergent information in the likelihood and conditional probability assessments.

3.5 The BBN Risk Models

A Bayesian Belief Network, or BBN, essentially provides a framework for representing the causal relationships between variables and capturing the uncertainties in the dependencies between these variables using conditional probabilities. In a BBN interrelationships between variables are expressed graphically. Variables that have interdependencies are connected, whereas independent variables are not. The direction of the arrows reflects the direction of causal influence, as perceived by the expert or confirmed experimentally. A probability distribution for each variable and the relationship in the network is assigned. Figs. 2 and 4 provide an example of Bayesian Belief Networks. Some relevant details about the construction of the developed risk models using the BBN framework are described in this section.

As discussed earlier, some variables in the risk models are not known with certainty. To reflect this uncertainty, the variables are represented using “evidence probability distributions.” An evidence distribution is a representation that provides information
on values of the variables and available supporting evidence based on assessments by experts. In this study, the variables are represented so as to reflect the evidence that supports the values attached to the variables. This is achieved by using a graphical representation of the uncertainty associated with each variable to provide an instant overview of the strength of the evidence supporting each model. Information on the available evidence is regarded as of paramount importance to the end-users in this study. Fig. 2 shows a set of variables and their evidence probability distributions. This particular example shows, for the variable “Excessive loss of support,” that the “Probable” likelihood category has more supportive evidence than the other states of this variable.

Each variable in the six developed risk models is an event or condition that represents a fault event, state of failure, or an unfavorable condition. Fault events and states of failure of a variable can be events in which a risk factor exceeds a predefined threshold. In this research only discrete variables are used and, initially, most of the variables were allowed two possible states: absent or present. A variable is regarded as being “Absent” when it is not active based on the particular conditions included in the analysis. As an example, in the situation under analysis in Fig. 2, only one variable is being taken into account whereas two are absent. The “Present” state is further discretized into five levels of probability. Some variables can have more than two possible states, but few of the variables in the models needed to be expressed in such a way.

To obtain trial information for the risk models, experts were requested to provide the chance of the risk factors in terms of qualitative probability estimates using a five-point scale. Terés Flores, (54) Visée, (55) and Bielza et al. (49) reported positive results using this approach and emphasized that most people find it easier to express probabilities qualitatively rather than quantitatively. This was supported by the experts that were consulted in this study. Using qualitative probabilities is also beneficial in reducing bias in data, as shown in Table II.

In accordance with Díez and Druzdzel, (56) specific questions were asked to each expert to obtain conditional probability estimates for each kind of relationship. Conditional probabilities on exclusive relationships were obtained by addressing the question “What is the chance that a cause \( X_i \) (conditioning variable) results in an event \( Y \) (conditioned variable) when no other cause is present?” For the inclusive interactions, the question addressed was “What is the...
chance that $X_i$ (conditioning variable) lowers $Y$ (conditioned variable) when no other factor has lowered it? Inclusive interactions are those in which, given a number of known causes of a variable occurring, a change in the conditional variable is necessarily due to a combination of changes in every cause occurring at the same time. In inclusive interactions, the conditioning variables might be mutually supportive. Conversely, in exclusive interactions, the causes are each assumed to be able to produce a change in the conditional variable in the absence of other causes, and their ability to cause a change in the conditional variable is assumed to be independent of the presence of other causes.\(^{(57)}\) The explanations as to why these questions were worded in such a way are described in Onisko et al.,\(^{(57)}\) and Diez and Druzdzel.\(^{(56)}\) The experts were requested to provide estimates of the conditional probabilities in terms of qualitative probabilities using the same scale of five categories deployed for measuring the chance of variables described earlier.

### 3.6 Risk Models Evaluation

To obtain the desired reliability in the models that integrate knowledge of the risks under study, a set of provisos was made. Probability estimates and conditional probabilities were used to define the occurrence of the variables and their relationships in the models. As discussed earlier, this input information was subjected to a discrepancy analysis. Discrepancy analysis provided information on which information pieces were appropriate to incorporate in the models and which should be rejected or further analyzed to assess the effect of epistemic uncertainties.

In addition, a review of the models’ structures was carried out by various experts during the elicitation sessions. By using the networks that depicted the risks under consideration each expert had the chance to successively review the relationships among the variables in the models and estimate the strength of the influence of these relationships. This intensive review of the relationships can be seen as providing internal model validation. In a few instances, the experts had diverging views on the relationships, and the impact of these divergences on model performance was investigated using different relationship variants.

The research steps thus ended with the evaluation of each risk network model representing each of the six identified major tunnel risks.

### 4. EXAMPLE: TUNNEL FACE INSTABILITY RISK MODEL

This section provides details of the developed tunnel face instability risk model for slurry shields in soft soils.

When boring a tunnel using tunnel boring machines (TBMs), the soil is removed by a cutting head and transported back from the excavation face. To temporarily support the excavated ground, some types of TBMs have pressurized compartments at their front end to balance the ground and water pressure.\(^{(58)}\) Face instability in bored tunnels occurs when the ground and water pressure, in conjunction with the shear strength available in the ground, are not in equilibrium with the pressure provided by the boring machine. This situation can potentially lead to a face collapse.\(^{(59)}\)

The integrated knowledge on the tunnel face instability risk covers issues related to the Dutch ground conditions and construction practices. Soft soils with low stiffness and a high groundwater table are the dominant ground conditions in the Netherlands, and, particularly, saturated medium-fine sandy soils are the usual ground conditions encountered when tunneling.\(^{(60,61)}\) Tunnel boring is typically carried out in the Netherlands using closed shields such as slurry and earth pressure balance shields. These closed shields provide continuous support to the face during excavation. Slurry shields use bentonite suspensions as a supporting fluid. Earth pressure shields use the excavated soil as support, often conditioned with bentonite slurry and other additives.\(^{(62)}\)

Fig. 3 displays the components of the tunnel face instability risk model (variable states are not shown for reasons of clarity). Three major event-scenarios (the ovals in Fig. 3) can lead to face instability when using slurry shields: excessive loss of support, excessive support pressure, and loss of air pressure. These three scenarios share common causes that can be clustered into components such as faults in the excavation process, in design, or in monitoring, and mistakes by on-site operators, and are further affected by variables related to the ground conditions (the boxes in Fig. 3).

Fig. 4 shows a fragment of the model that represents those variables associated with the event-scenario “excessive loss of support.” The submodel consists of subsets of variables that can be classified into causes, conditions, and inhibitors. Causes are those variables that can lead to the failure occurring. Conditions are the variables necessary to
Fig. 3. Face instability risk: model prototype.

Fig. 4. Excessive loss of support risk submodel.
to effectively drive the occurrence of failure. Inhibitors are those variables with the capability of reducing the chance of failure. An example inhibitor variable in the model is “reaction to excessive loss of support.” If an excessive loss of support occurs, the reaction determines whether the event can result in face instability. Ground conditions typically function as conditioning variables. For instance, to create an excessive loss of support event, “open wells or pipes extending to the surface” is a necessary condition for rising a bentonite leak into a ground event.

The fragment of the face instability risk model shown in Fig. 4 takes into account other factors than those currently used in analytical methods to estimate tunnel-face instability. In these other methods, tunnel-face stability is estimated from factors such as overburden stresses and excess pore pressure in the ground, effective weight, strength, soil particle size, yield strength of the bentonite. As such, the presented model extends information on the risk of face instability by involving other relevant variables.

The model was populated with the estimates of experts after performing the discrepancy analysis described earlier. As a result of the final discrepancy assessment, three pieces of evidence out of 136 estimates of conditional probabilities measuring the strength of the interactions among factors and 13 of the initial set of the (170) unconditional probability estimates associated with the likelihood of the factors occurring were eliminated. With this refinement in the data, most of the unconditional evidence probability distributions (25) and the conditional probabilities distributions (16) are spread over two to three categories of chance.

To illustrate the functionality of the developed model, experimental data on the chance of risk factors is incorporated and propagated into the model. Unconditional distributions representing the likelihood of the risk factors occurring are attached to each variable in the model. The risk factors associated with ground conditions were modeled using uniform distributions. The model propagates this information and particular analysis can be performed, for instance, the identification of the most sensitive factors given certain conditions in a project. Details of this analysis will be presented in a separate paper. In this article an example of the analysis of a fragment of the developed model is described. The fragment under analysis corresponds to the set of risk factors directly associated with the event “excessive loss of support” and is shown in Fig. 4. According to the sensitivity analysis carried out using experimental unconditional probabilities, it appears that the event “Underestimation of support pressure” is more critical to the occurrence of an excessive loss of support than the other influencing risk factors. The results of this analysis are represented by means of a tornado graph as shown in Fig. 4. The numbers indicate the relative importance of the risk factors based on the estimated values of the sensitivity indicators. This provides an indication of how resources can be apportioned to control the occurrence of excessive loss of support event. Such analysis can be repeated for any set of variables in the model.

5. CONTRIBUTIONS, LIMITATIONS, AND CONCLUSIONS

The main objective of this study has been to develop and to demonstrate the application of an approach for collecting and integrating risk-related information. Six risk models were developed using this approach. In the remainder of this section, a number of important contributions and limitations of this study are discussed and the section ends by drawing some conclusions.

5.1 Contributions

A recent review by Bielza et al. draws attention to the fact that details on how to elicit expert judgments to construct Bayesian Network models have not been well documented. Renooij reported that building Bayesian Belief Networks usually entails an elicitation of a large number of probabilities which is often referred to as a major obstacle to further demonstrate the feasibility of modeling complex real-life problem domains. This problem has been ameliorated with the development, for instance, of approximations of Conditional Probability Tables such as Noisy-MAX and Noisy-AND gates which require fewer estimates to model causal relationships. A comprehensive framework on the use of this approximations were provided by Diez and Druzdzel. This particular development and others have encouraged expert judgment to be encoded to develop Bayesian Belief Network models. Accordingly and as described by Renooij, it is important to consider that issues related to human capabilities with respect to making judgments come into play when relying on experts for probability elicitation. Extensive psychological
research has shown that people, including experts, can deliver biased probability assessments. Decision analysis literature have provided a number of methods for the elicitation of judgment. These methods needed to be particularly customized for constructing Belief Networks to enable epistemic uncertainty to be captured while providing models building efficiency. An important first contribution of this study is therefore the detailed description and justification of the successive interactive steps needed to elicit expert knowledge for constructing risk models based on Bayesian Networks. To this end, criteria for identifying and selecting experts, the risk elicitation process itself, and data evaluation were reviewed and integrated. Further, a number of judgmental biases were identified as factors that potentially affect the development process of Bayesian Network risk models. To minimize the effect of these biases, a set of provisos were specified. These provisos include issues concerning the conditions of elicitation sessions, the application of discrepancy analysis, the operationalization of variables in the risk models, the process of review and feedback to experts, and the form of the questions addressed to the experts.

Traditional elicitation procedures strive to reach consensus among participants, and hence eliminating information that might be associated with epistemic uncertainties which reflects a judgmental bias.\(^{(26,28)}\) Unlike these traditional procedures, the proposed approach uses criteria that avoid epistemic uncertainties being arbitrarily eliminated. The assessment of the effect of epistemic uncertainties is important because it provides information on the uncertainties involved in risk management decisions.\(^{(29,63–66)}\) In line with the above, the concept of an evidence probability distribution is used in this study to reflect the epistemic uncertainties in variables and relationships. Information on variables and relationships in the models was probabilistically “weighted” in such evidence probability distributions and then propagated into the Bayesian Networks.

A second contribution of this research concerns the use of Bayesian Networks, in conjunction with the proposed approach, to capture risk-related knowledge. This combination is beneficial in avoiding or mitigating undesirable biases that are known to be common problems in expert judgment elicitation processes, as noted by Paté-Cornell,\(^{(29)}\) Tah and Carr,\(^{(14)}\) Garthwaite et al.,\(^{(26)}\) Dikmen et al.,\(^{(17)}\) and Taroun et al.\(^{(35)}\)

To summarize, in this process, the following benefits were achieved:

- **Evidence probability distributions:** Existing methods to aggregate or average the judgments of multiple experts are questioned as they can lead to misrepresentation of uncertainty in models. The proposed evidence probability distributions, updated with the Bayesian scheme, however provide an alternative that does not truncate or mask divergent evidence.
- **Probability intervals:** Arriving at probability distributions is often a difficult task. The way variables are represented here, using probability distributions derived from probability intervals, leads to a reduction in biases in the probability assessment and to a rapid elicitation process.
- **Bayesian Networks for multivariate elicitation:** To elicit a joint probability distribution for two or more quantities, experts are required to somehow provide joint probability estimates, a process which is difficult and unreliable. Bayesian Networks enable risks to be broken down into simple tasks, allowing probability assessments and joint probability distributions to be obtained without “mental acrobatics.”
- **Risk diagrams:** In any elicitation process, the raw data provided by experts are commonly expected to be inconsistent with the laws of probability. Bayesian Networks assist in checking and adjusting internal consistency. Similarly, the use of diagrams representing risks proved to be very beneficial in the elicitation process. Each expert could trace paths for different chains of factors allowing them to verify their quantitative judgments by comparing their probability estimate with others in the diagram and to add further information such as previously disregarded risk factors.

Another contribution of this study concerns the treatment of epistemic uncertainties and the time involved in developing risk models. If the developed approach is compared to existing methods such as the Mixture approach\(^{(67)}\), Bayesian updating\(^{(68)}\), the NUREG-1150 approach\(^{(69)}\), the PACUA approach\(^{(70)}\), the Technical Facilitator-Integrator approach\(^{(71)}\), Risk Diagnosis Methodology\(^{(72)}\), the developed approach uses Bayesian Networks to assemble evidence which has the effect of reducing the elicitation effort and avoiding epistemic uncertainty being misrepresented. In the developed approach, a
limited set of questions is addressed by experts leading to a less time-consuming elicitation process.

5.2 Limitations

This study has concentrated on the development of models for six tunneling risks through eliciting risk-related knowledge from experts. Future research could extend the findings from this research by addressing its current limitations.

A first limitation concerns the incompleteness of the developed tunnel risk models. Although the developed models do provide comprehensive information on risk factor interactions including those rarely measured during tunnel construction, these models remain inherently incomplete because they are unlikely to fully encompass the range of possible risk factors. Such incompleteness might be due to the experts having a limited understanding of the risks, or to undetected flaws in the elicitation procedure. As new information becomes available from further research, the models could be updated to reflect this enhanced information.

A second reservation concerns the added value of the models when used in practice. The models will have to be evaluated on their performance in providing useful and consistent information for deriving risk measures while affording an assessment of the effect of discrepant data caused by epistemic uncertainties. In addition, one needs to assess the model performance when faced with different degrees of confidence in the information pieces provided by the experts. In these models, the same degree of confidence was assigned to each piece of evidence.

The integrated knowledge used to characterize tunnel risks included issues limited to soft soils similar to Dutch ground conditions. Dutch ground conditions are characterized by saturated, low stiffness sandy soils with medium-fine size particles and a high groundwater table. The developed tunnel risk models refer only to tunnel boring with closed shields, such as slurry or earth pressure balance shields, and using concrete linings as the definitive support. Two of the developed models contain issues related to excavating shafts and cross passages, but these are also limited to the same ground conditions. Future studies could extend the research focus to include other ground conditions and also develop additional models for other tunnel works risks.

A final remark on the limitations of this study concerns the question as to what extent the approach advocated in this article could be applicable for other types of civil engineering projects and indeed other projects in general. We believe the methodology outlined in this article has the potential to assist in providing clear information on relevant scenarios that could lead to project failure elsewhere, but this remains to be proven.

5.3 Conclusions

The aims of this study were twofold. First, the article describes the development of an approach to collect and integrate risk-related information that resulted in six models for major tunneling risks. The feasibility, in terms of cost-effectiveness and reliability, of developing such models for construction risks has been shown. The second aim was to demonstrate the applicability of the proposed approach. In this article, the approach was successfully applied to the risk of “face instability in soft soils when using slurry shields.”
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